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ORS Operating Environment

1 Purpose

The document will provide an overview of the current operating environment used in ORS VISION Clarety project.

2 Overview of Retirement System 

The retirement application is generically called ‘Clarety’. The Clarety solution is a four-tiered internet-based architecture using object-oriented methodology and techniques.  The four tiers of the Clarety solution are the client tier (a user workstation running a web browser); the web server tier (a presentation server for serving Hypertext Markup Language pages); an application server running the IBM WebSphere application server; and the database server running the Microsoft SQL Server Relational Database Management System (RDBMS) software.  Scalability, extensibility, and maintainability are key design features of the Clarety Architecture.

The key technologies used to design, build, and deploy Clarety for Michigan ORS are based on Sun Microsystems’ Java 2 Platform, Enterprise Edition (J2EE) specification.  The application server that provides much of the infrastructure services in the J2EE environment is IBM’s WebSphere Application Server.

2.1 Application Components

Clarety consists of many sub-systems, many of which are 3rd-party products that have been customized and integrated into a single application.  The components that comprise the critical business functions include:

Clarety, a J2EE implementation of the retirement application from Covansys (now Saber Corp).  The component provides the line-of-business processing, including employment history, benefit management, and pension processing. The application server used is IBM Websphere application server.

Siebel, the CRM package.  This tool provides a front-end to the call center staff.  This tool is integrated with both Clarety and the telephony products

FileNet, the Image and Workflow tool.  This product is also integrated with Clarety to enable ORS to scan all correspondence and to attach those images to the appropriate person in Clarety

SQL Server, the database solution.  All databases throughout this application will be Microsoft SQL Server 2000.  The databases themselves are even integrated to provide data synchronization, via the data hub.

Data Hub, is a intermediary server/database through which Siebel and Clarety exchange data

ECS, is the back-end batch scheduling package.  Jobs can be initiated by the user via Clarety, or can be scheduled to automatically on a recurring basis.

Telephony, includes the NICE software

Critical Function Partners include the following

· General Ledger Interface to MAIN

· Warrant Processing Interface with Treasury

· Print Distribution at the CPC
3 Environment overview

The State of Michigan Office of Retirement Services’ Clarety/Siebel implementation Project uses several separate physical environments to allow the development and deployment of the staged implementation of the overall solution.  

There are three environments that are owned and hosted by the ORS. They are the Production, User Acceptance Test, and Operational Infrastructure environments. These are described below.

3.1 The Production environment (PRD)

The Production environment (PRD) hosts all of the applications that make up the Clarety/Siebel implementation.  The Clarety and Siebel applications share some hardware components (like web servers), but the Application and Database server machines will be separate for Siebel and Clarety.  Both Clarety and Siebel are accessed using a web browser interface and are integrated at both the workflow (application layer) and database (data layer) levels of the applications.  The user interfaces are distinct for the two applications, but the functionality of both applications are seamlessly accessible through a standard web browser.

3.2 The User Acceptance Test (UAT) environment

The User Acceptance Test (UAT) environment is used to perform many different types of testing of the software to ensure it is of high quality and defect free before being migrated into production.  Integration, technical, system, user acceptance, and stress testing are examples of testing that are executed on the UAT environment.

3.3 The Operational Infrastructure (OPS) environment
The Operational Infrastructure (OPS) environment is the hardware, software and communications infrastructure that supports the main business applications (Clarety and Siebel).  This includes the network domain controllers for network administration and management, system and network management tools and software configuration and distribution tools.  The Clarety and Siebel applications are implemented in the MIPC production environment 

4 Implementation Overview

Logically, a Clarety/Siebel implementation can be broken into three primary environment categories:  Execution, Development, and Infrastructure.  The following diagram shows the locations and logical groupings of equipment as related to these categories.
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Figure 10.  Execution, Development and Infrastructure Environments

The Production environment will encompass both Execution and Infrastructure categories.  The third grouping includes development equipment that is installed onsite and used for testing, training, and onsite development work.

4.1 Execution

This environment includes the necessary hardware and software for the production Application.  The Line of Business (LOB) application runs on a logical environment composed of multiple physical servers.  They are referred to as: application, database, workflow/imaging, web, and directory.  Other LOB pieces are the production workstations, production scanners, and any optical storage connected to the imaging server.  
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Figure 11.  Execution Environment

4.2 Development and Testing

The Development category includes environments used to provide an ongoing workspace where new development, testing, and training for the LOB application occur.  The onsite development environment physically matches the production environment to allow true testing and verification.  This single physical environment will host a number of independent logical environments throughout the project life, namely, user acceptance testing (UAT), user training (UT), and onsite development.  The environment will share the same infrastructure as production allowing accurate testing and verification prior to code migration to production and efficient usage of powerful hardware.  The following diagram depicts Onsite Development equipment:
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Figure 12.  Onsite Development Equipment

4.3 Infrastructure

This category includes infrastructure additions and improvements required to support the LOB application.  Often, infrastructure will change between time of proposal and actual implementation.  The following diagram depicts operational items:
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Figure 13.  Operational Items

4.4 Network Architecture

The following diagram outlines the application environment from a network perspective.


[image: image5.emf]External 

User

Data Hub

Data Integration

Call

Center

Internal

User

Scheduler

J

UL

2

1

Scanner

Indexing

Partners

Batch

FileNet

IDM -Imaging

Workflow

Data 

Exchange 

Gateway

Reports

Indexing 

Application 

(VB)

Scanning

Application 

(Java)

Self-Service Clarety Siebel

SQR

ECS

Page 1

Production ORS Application Environment

Friday, July 21, 2006

Microsoft

Active

Directory

Microsoft

Active

Directory

LDAP

LDAP

Firewall

Firewall

Application Integration

LOB Database

GOB

Telephony

Browser


Figure 14.  MI ORS Production Application Environment

Hardware details

4.5 Production Environment

The following table presents an inventory of our components for the production environment. 

	Logical Layer
	Component
	Function

	Presentation Layer
	2 Web Servers
	Hosts the XML and other presentation related software including user authorization and dial up software

	
	1 IVR Server
	Hosts the IVR/CTI Packages

	
	2 external web servers
	Hosts the XML and other presentation related software including user authorization and dial up software for external users

	Application Layer
	2 Application Servers
	Hosts the Custom built and Packaged software applications

	
	2 Application Servers for external application
	Hosts the Custom built and Packaged software applications

	Data Layer
	2 Database Servers
	Hosts the SQL Server Database

	
	1 Imaging /Workflow Server
	Hosts the Image Database and Workflow Software

	
	1 EMC Symmetrix Disk Storage Unit
	Provides Raid S level Disk facilities to connected Servers


The following sections provide a detailed description of the component platforms specified above. 

4.5.1 Web Server

The two web servers will serve the files that form web pages to web users.  These servers interpret requests from client platforms and forward them to the appropriate application server. These servers are responsible for user verification.  These servers are clustered in an active/active fashion to provide redundancy and workload balancing. 

Windows 2000 Advanced SP4, Lightweight Directory Access Protocol and Secure Socket Layer (SSL) are included in the web server’s software suite.
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	System Configuration

Rack Mounted

Dell Poweredge 1650
Two Intel Pentium 1280MHz Processors
1024 MB SDRAM

SAN drives attached
Fast Ethernet NIC
	


4.5.2 IVR Server

The IVR server will facilitate the integration of incoming phone calls and Internet transactions with customer database to route transactions to the appropriate call center agent.  

This Windows 2000 platform hosts Siebel, Avaya Conversant IVR and IBM CallPath software.
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	System Configuration

Rack Mounted
Four Intel Pentium III 700MHz Processors
2048 MB SDRAM
Four 18GB Ultra3 SCCI Drives
Dual Fast Ethernet NIC’s
Dual Power Supplies
	


4.5.3 Application Server

The two applications servers, clustered in an active/active configuration, host and execute the applications programs required to satisfy requests received from the web servers. These platforms host all custom and packages applications programs

The software suite for this platform will include Windows 2000, and Applications Center 2000 in addition to the custom developed solutions.
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
4096 MB SDRAM
SAN drives attached
Fast Ethernet NIC


	


4.5.4 Database Server

The two Database servers host the Vision ORS enterprise database and MS SQL server software. These platforms receive and service requests from the application servers. These servers are clustered in an Active/Passive fashion providing immediate assumption of the failing host’s workload by its partner. 

The Software suite of these platforms includes Windows SVR 2000 Advanced SP4, Microsoft SQL Server 2000, EMC Control center, EMC PowerPath and MS Cluster Server.
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	System Configuration

Rack Mounted

Dell Poweredge 6650
Four Intel Xeon 2.7 GHz Processors
8 GB RAM
SAN attached
Fast Ethernet NIC
Dual HBAC’s to support Fiber Connection
	


4.5.5 Imaging /Workflow Server

The imaging server host the imaging management and manipulation software and service requests received from the web servers.

These servers run Windows 2000, Applications 2000, as well as Filenet Panagon Image and Workflow Server software.
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Pentium III Xeon 900MHz Processors
2048 MB SDRAM
SAN attached
Dual Fast Ethernet NIC’s
Dual Power Supplies
Dual HBAC’s to support Fiber Connection
	


4.6 Test Environment

The test environment has been configured to emulate the production environment.  This facilitates an accurate assessment of expected performance as well as providing for an accurate a priori test of the applications performance in the production environment.  The following Diagram details the inventory of each layer’s components in the Test environment:

	Logical Layer
	Component
	Function

	Presentation Layer
	2 Web Servers, 

2 External Web Servers
	Hosts the XML and other presentation related software, including user authorization and dial up software

	
	1 IVR Server
	Hosts the IVR Packages 

	Application Layer
	2 Application Servers

2 Application servers for external application
	Hosts the Custom built and Packaged software applications

	Data Layer
	2 Database Servers
	Hosts the SQL Server Database

	
	1 Imaging /Workflow Server
	Hosts the Image Database with an optical platter jukebox device

	
	Shared disk storage with the Production Disk array.
	Provides Raid 5 level Disk facilities to connected Servers


The following sections provide a detailed description of the component platforms specified above. 

4.6.1 Web Server

The two web servers are used to test the production web server software. They are clustered in an Active/Active Fashion 

Windows 2000, Lightweight Directory Access Protocol and Secure Socket Layer (SSL) are included in the web server’s software suite. 
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	System Configuration

Rack Mounted

Dell Poweredge 1650
Two Intel Pentium III 1.3 GHz Processors
1024 MB SDRAM
SAN drives attached

Fast Ethernet NIC
	


4.6.2 IVR Server

The IVR test server is required to test the IVR configurations and custom software.  

This platform hosts Siebel, Avaya Conversant IVR and IBM CallPath software. Mercury Interactive WinRunner will be utilized as a testing tool on this platform.

The configuration we propose can be met by either the Compaq Proliant 8500 or the Dell Poweredge 8450.
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	System Configuration

Rack Mounted
Four Intel Pentium III 700MHz Processors
2048 MB SDRAM
Four 18GB Ultra3 SCCI Drives
Fast Ethernet NIC
	


4.6.3 Application Server

The application test servers are used to test the packaged and custom developed software. These servers will be clustered in an Active/Active configuration.

The software suite for this platform will include Windows 2000, and Applications Center 2000 in addition to the custom developed solutions. 
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
4096 MB SDRAM
SAN Drives attached
Fast Ethernet NIC
	


4.6.4 Database Server

The test database servers, clustered in an Active/Active fashion to provide a testing platform for database configurations, system tests and clustering fail over testing.  The Software suite of these platforms includes Windows 2000, EMC Control center, EMC PowerPath and MS Cluster Server. 
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
8 GB SDRAM
SAN Drives attached
Fast Ethernet NIC 
One HBAC to support Fiber Connection
	


4.6.5 Imaging /Workflow Server

The imaging server provides a test facility for imaging and workflow software.

These servers run Windows 2000, Filenet Panagon Image and Workflow Server software. 
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Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
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Fast Ethernet NIC
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4.7 Development Environment

As with the test environment, the development environment is a representative subset of the production environment. Because the development environment does not have the same critical uptime requirements, redundancies are eliminated both in the topology and the configuration of the individual machines. 

The following Diagram details the inventory of each layer’s components in the development environment:

	Logical Layer
	Component
	Function

	Presentation Layer
	1 Web Server
	Hosts the XML and other presentation related software, including user authorization and dial up software

	
	1 IVR Server
	Hosts the IVR Packages 

	Application Layer
	1 Application Server
	Hosts the Custom built and Packaged software applications

	Data Layer
	1 Database Server
	Hosts the SQL Server Database

	
	1 Imaging /Workflow Server
	Hosts the Image Database and the Workflow software


The following sections provide a detailed description of the platform components specified above. 

4.7.1 Web Server

The development web server is used to develop the custom web pages and web related programs that will ultimately reside on the production web servers.

Windows 2000, Lightweight Directory Access Protocol and Secure Socket Layer (SSL) are included in the web server’s software suite. Mercury Interactive. WinRunner are be utilized as a testing tool on this platform. 
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	System Configuration

Rack Mounted

Dell Poweredge 1650
Two Intel Pentium III 1.3 GHz Processors
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SAN drives attached
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4.7.2 IVR Server

The IVR development server will be used to develop configurations and custom programs for the production IVR server.  

This platform hosts Avaya Conversant IVR and IBM CallPath software.

The configuration we propose can be met by either the Compaq Proliant 8500 or the Dell Poweredge 8450.

	[image: image17.png]A}





	System Configuration

Rack Mounted
Four Intel Pentium III 700MHz Processors
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4.7.3 Application Server

The application server is utilized to develop the applications programs that will ultimately execute on the production application servers. 

The software suite for this platform includes Windows 2000 and custom developed solutions. Mercury Interactive WinRunner is utilized as a testing tool on this platform. 
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
4096 MB SDRAM
SAN Drives attached
Fast Ethernet NIC
	


4.7.4 Database Server

The development database server is used to develop the production database configuration. In addition, custom batch data manipulation programs and updates are developed here for installation on the production database servers. 

The Software suite of these platforms includes Windows 2000, Microsoft SQL Server 2000, EMC Control center, EMC PowerPath and MS Cluster Server. Mercury Interactive WinRunner is utilized as a testing tool on this platform. 
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
8 GB SDRAM
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Fast Ethernet NIC 
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4.7.5 Imaging /Workflow Server

The imaging server is used to develop the imaging and workflow management and manipulation software for the production counterpart.

This server runs Windows 2000, Filenet Panagon Image and Workflow Server software. Mercury Interactive WinRunner is utilized as a testing tool on this platform. 
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	System Configuration

Rack Mounted

Dell Poweredge 6450
Four Intel Pentium III 900MHz Processors
4096 MB SDRAM
SAN Drives attached
Fast Ethernet NIC
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5 Desktop workstations

The following is the minimum configuration of desktop workstations used in ORS vision project. 

· 1 Intel Pentium III 1.2 GHz Processor

· 256 MB Ram

· 1 10GB IDE Drive

· 1 IDE 48X CD-ROM Drive

· Ethernet NIC

· Sound Blaster Audio Card  (call center Desktops only)

· One Hands free operator headset (call center Desktops only)

· Dell workstations

· Workstation 420's or Compaq DeskPro's.

6 Support and maintenance 

All servers and desktops used in the project is administered and supported by various server team of State of Michigan.

ORS Operating Environment 
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