Attachment A


Attachment A-Current Platform Specifications

The data warehouse is maintained by the Michigan Department of Information Technology (MDIT) and currently supports the Michigan Department of Community Health (MDCH), the Michigan Department of Human Services (MDHS), the Michigan Department of Treasury, the Michigan Department of Energy, Labor and Economic Growth (MDELEG), and the State Courts Administrators Office (SCAO).

The table below outlines the current data warehouse production platform specifications.

	Platform Specifications

	System:
	Teradata 5450

	Nodes:
	8

	Amps:
	64

	PEs
	2

	Processors:
	3.8GHz

	Memory:
	32GB

	Data Space:
	7.6TB

	Disk Specs:
	73.4GB 15000RPM Raid-1


Data Space Usage / Trends

Currently there is over 5TB of raw agency data on the data warehouse.  The following tables chart the growth of the data warehouse over the past decade.

	Snapshot Day
	Raw Agency Data (GBs)

	1/31/1999*
	312.3

	1/1/2000
	541.29

	1/1/2001
	636.05

	1/1/2002
	822.29

	1/1/2003
	957.69

	1/1/2004
	1559.82

	1/1/2005
	1872.49

	1/1/2006
	2111.84

	1/1/2007
	2155.22

	1/1/2008
	2504.37

	1/1/2009
	4089.76

	11/11/2009
	5398.44


* Earliest recorded data.

	Year
	Percent Growth

	1999
	73.32%

	2000
	17.51%

	2001
	29.28%

	2002
	16.47%

	2003
	62.87%

	2004
	20.05%

	2005
	12.78%

	2006
	2.05%

	2007
	16.20%

	2008
	63.30%

	2009*
	32.00%


· 2009 Growth percentage based on amount of raw data as of 11/11/2009.

CPU Usage / Trends

The table below shows changes in CPU processing over recent years.  The amount of CPU Processing for 2009 has been projected out to the end of the year.  The decrease in CPU consumption in 2007 is attributed to the installation of the 5450 system in January, 2007.  The decrease in CPU consumption in 2009 is attributed to improved processes and the implementation of workload management tactics.

	Year
	CPU Processing (in seconds)
	Percent Change

	2004
	309157929
	 

	2005
	285074431.7
	-7.79%

	2006
	377498482.9
	32.42%

	2007
	354214556
	-6.17%

	2008
	468150348.4
	32.17%

	2009
	448596147.7
	-4.18%


Data Warehouse Objects Overview

The production data warehouse has over 500 databases, 12,000 tables and 12,000 views.  There are over 1500 macros supporting tactical queries, report generation and ETL processes.  There are over 750 Stored Procedures supporting ETL processes, report generation and administrative tasks.  There are over 50 User Defined Functions supporting data validation, data transformation, and geographic encoding and decoding.

Mixed Workload Environment

The State Data Warehouse environment is composed of two distinct operating environments, one for Batch processes and one for Daily Business usage.  All the accounts on the data warehouse are initially assigned to one of nine workloads defined by their primary function.  The workloads are as follows:

	Workload
	Definition

	Adhoc
	Accounts that primarily perform Adhoc Queries

	Administration
	Accounts that perform administrative functions

	Archives/Recovery
	Accounts that perform Backups and Recovery

	Business Intelligence
	Accounts that primarily use Business Intelligence Tools

	Development
	Accounts used for developing reports, queries and ETL processes

	ETL
	Accounts that perform Extract, Transform and Load processes

	Tactical
	Accounts that primarily perform highly tuned tactical queries 

	Training
	Accounts set up for user training

	Testing
	Accounts that primarily perform testing


The priority levels for the workloads are weighted based on the importance of their function and the current operating environment (e.g. ETL processes have a higher priority level during the Batch window than during the Business window.)

The State environment is mixed workload environment with batch ETL processing being performed regularly during Business Hours and Business processes being performed during Batch Hours.  The chart below shows the distribution of processing by workload during the different operating environments.

	Workload
	Business Hours
	Batch Hours

	Adhoc
	8.78%
	12.72%

	Administration
	6.20%
	8.92%

	Archives/Recovery
	0.02%
	2.70%

	Business Intelligence
	42.80%
	2.59%

	Development
	14.81%
	4.23%

	ETL
	26.15%
	68.55%

	Tactical
	0.50%
	0.02%

	Testing
	0.12%
	0.06%


The State has implemented exceptions to handle poorly performing queries.  These exceptions are composed of performance metric criteria and are monitored regularly by the system software.  If a query exceeds the performance metrics for an extended period of time then an exception is tripped and the query is placed in the Containment workload where its impact is minimized by allowing it only 10% of the system’s processing ability.

ETL Processing Overview
There are over 1300 distinct scripts that load the data warehouse populating over 1700 target tables.  The majority of these are Teradata Load Scripts, including Multiloads, Fastloads, and OLELoads.  Approximately 3% of these scripts have been converted to Data Stage, the standard State ETL tool.  The frequency that these scripts are run varies; some are run annually while others are run multiple times per day.  Approximately 6 billion rows are currently being loaded to the data warehouse on a monthly basis.  There are over 2400 distinct Teradata BTEQ scripts that manipulate, transform and move the data into the final production tables.  About a third of these scripts are moderately to highly complex.

Data Warehouse Usage Overview

The production data warehouse is a busy system.  Over the last six months it has been operating at or above 90% processing capacity 47% of the time.  It is at 100% processing capacity 8% of the time.  There are regularly 400-700 sessions connected to the system.  It is common for 4-10 of these sessions to be running queries concurrently.  The system regularly sees spikes in concurrent active sessions of 15-30 and, although rare, there have been spikes of 100+ concurrent active sessions.

Even though the production data warehouse is very busy, the amount of work being done in a reasonable amount of time is substantial.  More than 94% of all requests finish in 1 second or less.  The following table shows the quantity of SQL and DML requests processed on the data warehouse between July and September 2009.

Successful SQL and DML counts by month

	StatementType
	July
	August
	September
	Total

	Delete
	752064
	1592401
	484749
	2829214

	Insert
	5832414
	6950913
	4932496
	17715823

	InsertSelect
	611218
	423105
	518897
	1553220

	Multi Statement Request
	1003929
	1001555
	606622
	2612106

	Select
	9910951
	10463246
	7730850
	28105047

	Update
	269858
	253635
	232699
	756192

	Total Number of queries run:
	 
	53571602


The tables below show the stratified run times for the different types of queries.

Stratified Run Times for Successful Delete Statements from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	2530089
	2829214
	89.4273

	Between .1 and .5 seconds
	252899
	2829214
	8.9388

	Between .5 and 1 seconds
	25949
	2829214
	0.9172

	Between 1 and 3 seconds
	11166
	2829214
	0.3947

	Between 3 and 6 seconds
	3419
	2829214
	0.1208

	Between 6 and 10 seconds
	1535
	2829214
	0.0543

	Between 10 and 30 seconds
	2510
	2829214
	0.0887

	Between 30 and 60 seconds
	873
	2829214
	0.0309

	Between 1 and 2 minutes
	499
	2829214
	0.0176

	Between 2 and 5 minutes
	217
	2829214
	0.0077

	Between 5 and 10 minutes
	31
	2829214
	0.0011

	Between 10 and 30 minutes
	14
	2829214
	0.0005

	Between 30 and 60 minutes
	9
	2829214
	0.0003

	Between 1 and 2 hours
	3
	2829214
	0.0001

	Greater than 4 hours
	1
	2829214
	0.0000


Stratified Run Times for Successful Insert Statements from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	17511469
	17715823
	98.8465

	Between .1 and .5 seconds
	199355
	17715823
	1.1253

	Between .5 and 1 seconds
	3808
	17715823
	0.0215

	Between 1 and 3 seconds
	1042
	17715823
	0.0059

	Between 3 and 6 seconds
	100
	17715823
	0.0006

	Between 6 and 10 seconds
	30
	17715823
	0.0002

	Between 10 and 30 seconds
	13
	17715823
	0.0001

	Between 30 and 60 seconds
	1
	17715823
	0

	Between 2 and 5 minutes
	2
	17715823
	0

	Between 5 and 10 minutes
	1
	17715823
	0

	Between 10 and 30 minutes
	1
	17715823
	0

	Between 30 and 60 minutes
	1
	17715823
	0


Stratified Run Times for Successful InsertSelect Statements from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	723276
	1553220
	46.5662

	Between .1 and .5 seconds
	582972
	1553220
	37.5331

	Between .5 and 1 seconds
	96442
	1553220
	6.2092

	Between 1 and 3 seconds
	64035
	1553220
	4.1227

	Between 3 and 6 seconds
	27508
	1553220
	1.771

	Between 6 and 10 seconds
	18328
	1553220
	1.18

	Between 10 and 30 seconds
	24372
	1553220
	1.5691

	Between 30 and 60 seconds
	7481
	1553220
	0.4816

	Between 1 and 2 minutes
	4092
	1553220
	0.2635

	Between 2 and 5 minutes
	2926
	1553220
	0.1884

	Between 5 and 10 minutes
	1014
	1553220
	0.0653

	Between 10 and 30 minutes
	596
	1553220
	0.0384

	Between 30 and 60 minutes
	136
	1553220
	0.0088

	Between 1 and 2 hours
	31
	1553220
	0.002

	Between 2 and 4 hours
	10
	1553220
	0.0006

	Greater than 4 hours
	1
	1553220
	0.0001


Stratified Run Times for Successful Multi Statement Requests from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	664297
	2612106
	25.4315

	Between .1 and .5 seconds
	32294
	2612106
	1.2363

	Between .5 and 1 seconds
	334820
	2612106
	12.818

	Between 1 and 3 seconds
	1030490
	2612106
	39.4505

	Between 3 and 6 seconds
	350321
	2612106
	13.4114

	Between 6 and 10 seconds
	96557
	2612106
	3.6965

	Between 10 and 30 seconds
	87239
	2612106
	3.3398

	Between 30 and 60 seconds
	12121
	2612106
	0.464

	Between 1 and 2 minutes
	2831
	2612106
	0.1084

	Between 2 and 5 minutes
	878
	2612106
	0.0336

	Between 5 and 10 minutes
	128
	2612106
	0.0049

	Between 10 and 30 minutes
	80
	2612106
	0.0031

	Between 30 and 60 minutes
	17
	2612106
	0.0007

	Between 1 and 2 hours
	9
	2612106
	0.0003

	Between 2 and 4 hours
	19
	2612106
	0.0007

	Greater than 4 hours
	5
	2612106
	0.0002


Stratified Run Times for Successful Select Statements from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	21921562
	28105047
	77.9987

	Between .1 and .5 seconds
	4064561
	28105047
	14.462

	Between .5 and 1 seconds
	907885
	28105047
	3.2303

	Between 1 and 3 seconds
	853058
	28105047
	3.0352

	Between 3 and 6 seconds
	164890
	28105047
	0.5867

	Between 6 and 10 seconds
	82159
	28105047
	0.2923

	Between 10 and 30 seconds
	73946
	28105047
	0.2631

	Between 30 and 60 seconds
	18410
	28105047
	0.0655

	Between 1 and 2 minutes
	10160
	28105047
	0.0362

	Between 2 and 5 minutes
	5241
	28105047
	0.0186

	Between 5 and 10 minutes
	2025
	28105047
	0.0072

	Between 10 and 30 minutes
	1043
	28105047
	0.0037

	Between 30 and 60 minutes
	78
	28105047
	0.0003

	Between 1 and 2 hours
	18
	28105047
	0.0001

	Between 2 and 4 hours
	8
	28105047
	0

	Greater than 4 hours
	3
	28105047
	0


Stratified Run Times for Successful Update Statements from 7/1/2009 to 9/30/2009

	Elapsed Time Range
	# of Queries
	Total # of Queries
	Percentage of Total

	Less than .10 second
	272662
	756192
	36.0572

	Between .1 and .5 seconds
	339961
	756192
	44.957

	Between .5 and 1 seconds
	57606
	756192
	7.6179

	Between 1 and 3 seconds
	46996
	756192
	6.2148

	Between 3 and 6 seconds
	14183
	756192
	1.8756

	Between 6 and 10 seconds
	8012
	756192
	1.0595

	Between 10 and 30 seconds
	7964
	756192
	1.0532

	Between 30 and 60 seconds
	3554
	756192
	0.47

	Between 1 and 2 minutes
	2625
	756192
	0.3471

	Between 2 and 5 minutes
	1727
	756192
	0.2284

	Between 5 and 10 minutes
	694
	756192
	0.0918

	Between 10 and 30 minutes
	163
	756192
	0.0216

	Between 30 and 60 minutes
	34
	756192
	0.0045

	Between 1 and 2 hours
	7
	756192
	0.0009

	Between 2 and 4 hours
	3
	756192
	0.0004

	Greater than 4 hours
	1
	756192
	0.0001


These tables show the percentage of Processing Power being used for the months of July, August, September and October 2009.
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