







Exhibit D: Service Level Agreement
This document provides details regarding Service Levels and associated financial penalties (see sections 2.242 and 2.243 of RFP) related to the deployment, access and use of the Michigan Accounts Receivable System (MARCS) information technology resources and data.  

The following general provisions apply to all MARCS Service Levels:

1. Service Levels documented here are based on the successful completion of the Contract Performance and Reliability Evaluation (PARE) period (section 1.050 of RFP).

2. The Levels of SLA penalties will be based on the “Critical Nature” column in this Exhibit:

	Critical Nature
	Level of SLA financial penalties

	1
	$400 per occurrence

	2
	$800 per occurrence

	3
	$1,200 per occurrence

	4
	$1,600 per occurrence

	5
	$2,000 per occurrence


Note:  In no case will SLA penalties exceed $2,000 per day for the Service Levels identified in this Exhibit.

3. The process relies on development and adherence to “approved procedures.”  These procedures (MARCS Contractor Project Methodology) have been developed and approved by the State of Michigan (State).  The MARCS Steering Committee will be responsible for approving procedural changes and new procedures.

4. Claims for SLA penalties would be initiated by State personnel.  These claims would be based on alleged failure on the part of the Contractor in application of approved standards or following approved procedures or processes.  Following is a basic procedure for submission of SLA penalty claims:

a) Claims for SLA penalties would be submitted by the State Contract Compliance Inspector to Contractor’s Contract Manager. The claim needs to be based on alleged lack of adherence to approved procedures and processes in the management of MARCS.
b) The Contractor would be allowed up to 30 days to respond to any claim for SLA penalties.

5. All Service Levels are subject to review if the increase in number of transactions or accounts exceeds Contractual numbers.
6. Contractual provisions apply if there is any conflict between those provisions and the definitions of Service Levels described in this Exhibit.
7. Once agreement is reached on the amount of any SLA penalties, the Contractor will net the amount of SLA penalties against the next regular monthly invoice.
8. The Service Level Agreement will be adopted and renewed annually by action of the MARCS Steering Committee.

Service Level Agreement criteria begin on the next page.
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	1) System Up Time
	75% of Contractor staff can access MARCS; MARCS is operational
	5
	This Service Level covers Online Processing in the following time periods:

-
8:00AM-6:00PM, Monday through Friday

-
8:00AM-12:00PM (Noon) on Saturday.
The State has defined two “levels of outage”.  

These are defined as:

1)  Critical System Outage

Any malfunction that causes “contributory down time” in excess of 30 minutes for any of the following components is defined as a “Critical System Outage.”

· MARCS Data Base Server – hardware or software (100%)

· Novell NetWare Servers that provide resources for more than 50 people (100%)

· ACD (100%)
· MARCS Client (PowerBuilder application) (100%)

· Ethernet Switches (100%)

· Worklist not available (25%)

· Correspondence not available (10%)

Note that the definition of “contributory down time” is the actual downtime for components listed above multiplied by the percentage shown in parentheses next to that component (not to exceed 100% for any specific time period).  The assumption is that the percentage measures the impact on productivity for all users of the system. If the sum of “contributory down time” for the components listed above exceeds 4 hours for any calendar month, this is considered a “Critical System Outage.”

2)  Non-Critical System Outage

· All other component outages
	Claims by the State would be based on alleged failure of the Contractor in following agreed procedures and processes.  Following are additional Service Level provisions:

It is assumed that a “Critical System Outage” impacts more than 25% of available productivity from collections staff.  A Critical System Outage will require a written explanation from the Contractor within 30 days of the incident.  The explanation will provide a post-mortem review of the incident and address any recommended changes or improvements that could be made to reduce or eliminate future occurrences.

Non-Critical System Outages would normally be handled via approved Help Desk and maintenance procedures.  The Contractor will conduct semi-annual audits of problems reported via the Help Desk for compliance with appropriate procedures.  Per request of the State, the Contractor will conduct post-mortem reviews of specific non-critical outages.



	2) Scheduling - Batch Processing, Batch Windows, Report Due Times
	Processed within 24 hours of tape or online transfers of data.
	5
	“Batch Processing” is better defined in MARCS as Background/Offline Processing.

The Contractor must provide processing capability to be able to complete Offline Processing within the following “processing windows:”

· 9:00PM-8:00AM the following morning, Monday through Friday for daily offline processing

· 12:00PM (Noon) Saturday through 8:00AM Monday for weekend offline processing

Following this Service Level is a discussion of general procedures for handling offline failures.
	The current contractor has established a 12:00 AM cutoff time for receipt of files from the State based on account/transaction volumes and run timings from test runs.  The offline runs will serve as a benchmark for measuring account and transaction volume increases.  The State has approved the cutoff times.  It is expected that the Contractor will be able to complete normal daily and weekly offline processing cycles as long as the State provides applicable interfaces by the cutoff time.  The Contractor is expected to maintain appropriate systems capabilities to complete these runs as prescribed unless the increase in account or transaction volumes exceed the maximum percentages stated in the Contract.
Note that this service level also applies to completion of document printing.  Any equipment malfunction that causes more than a 24 hour delay in completion of daily document printing or inability to deliver weekly documents by the following Wednesday morning will require a post-mortem from the Contractor within 30 days of the incident.  The post-mortem will provide a review of the incident and address any recommended changes or improvements that could be made to reduce or eliminate future occurrences.



	
	Offline Processing Failures:

The following general procedures will apply to cover hardware or software failures that occur during offline processing:

a. Offline failures are always reported to the appropriate Contractor Systems Staff and State management via documented Escalation Procedures.

b. On-call support staff may, at their discretion, recommend that an offline process be discontinued and that appropriate backups be restored so that MARCS files reflect processing prior to the start of the offline process in question.  This would normally be recommended if there is not enough clock time to correct the problem that caused the failure and complete the offline process without impacting the start-up of online processing.  In this instance, a one-day delay in processing interface transaction files that have been received from the State is acceptable.  The recommendation must be approved by both the Contractor user management and designated State management.  If the approval is withheld, the Contractor will make best efforts to correct the failure and complete the offline process with minimal impact on online start-up time.

c. On the second attempt at running offline processes that have failed, the Contractor will provide on-call technical support to correct any failures.  Technical support personnel will provide on-site coverage as needed to correct these failures.  Again, the Contractor user management and State management personnel will be notified if corrective action and completion of offline processes will impact online start-up.  Management personnel may, at any time, ask support personnel to cease corrective action in lieu of preparing the system for online start-up.

d. Following two unsuccessful attempts at running an offline process, the failure will be given “Emergency” Support status.  In this situation, the Contractor will provide on-site support on a 24 hour basis to correct the failure and ensure that the offline process is successfully completed.  Additionally, the Contractor will prepare a post-mortem that discusses the reasons for the failure and any recommended changes or improvements that could be made to reduce or eliminate future occurrences.



	3) Operational Priorities
	Sub-1.5second server response time for 98% of online transactions.
	5
	Response time at the Client PC
The Contractor will comply with currently established benchmark counts for online transactions and timings for the process of accessing a MARCS account and displaying the MARCS windows on a Personal Computer (PC) that meets minimum MARCS requirements.  The current benchmark for accessing the following actions/windows is less than 1.5 seconds.

Actions

Next case

Incoming call

Lookup

Correspondence

Refresh

Worklist

Legal Actions
Accessing Levy or Lien info
Updating Levies or Liens

Requesting Levies or Liens

Approving Levies or Liens

Legal Action (Summary)

Main Case

Demographics

Add an Asset

Financial Information

History

	Response time at the Client PC
As long as the number of online transactions actually processed stays within the boundaries for increases established in the Contract, the Contractor is expected to provide account access and Main Case Window display response times as established by the benchmark.  Upon completion of agreed-upon application enhancements that may impact the benchmark timings, the Contractor and the State will reestablish the benchmark timings.

If there are Help Desk calls or other complaints regarding response times, the Contractor will provide resources to re-verify the benchmark and determine if corrective actions are necessary.

	4) Performance Monitoring
	Computer audits no less than annually.  Performance monitoring for response time, Service Levels
	4
	
	The Contractor will re-verify the response time benchmark on an annual basis and report results to the MARCS Steering Committee.

	5) Media Storage
	Computer back up media are securely  maintained at the MARCS production site and off site
	5
	Backup Procedures will be developed and maintained by the Computer Operations area.  The methodology for modification will include a review of backup procedures to determine if changes are needed.
	The Contractor will adhere to the approved Backup Procedures.

	6) Data Archiving
	Data is maintained on specified media for defined period of time 
	5
	Archiving Procedures will be developed and maintained by the Computer Operations area.  The methodology for modification will include a review of backup procedures to determine if changes are needed.
	The Contractor will adhere to the approved Archiving Procedures.

	7) Exception Handling; Interface Maintenance
	Errors, anomalies, hardware failures to be reported immediately if they impact synchronization of MARCS and STAR
	3
	Error Reporting Procedures will be established to cover handling of hardware and software failures.  The procedures will include escalation requirements that include appropriate State and the Contractor personnel.
	The Contractor will adhere to the approved Error Reporting Procedures.

	8) Security -


Physical


Data


System Access


Security Reporting


Security Breaches
	1)
Security and appropriate use standards are well defined and published.

2)
Employees are made aware of confidentiality laws, consequences of violations.

3)
Equipment is in a secure area.

4)
Equipment is scanned for virus infection.

5)
Software is password protected.  C2 security level is maintained.
6)
Data is restricted on an as need to use basis.

7)
Transaction logs are maintained.

8)
Security breaches are reported immediately.


	5
	MARCS System Security has been defined by the appropriate Project Work Group and will be implemented as defined.  The definition of security is documented in section 1.023.9 and Exhibit C of the RFP.
Security Standards and Procedures will be developed for the MARCS site and any equipment or software that is used at the site. 

Additional requirements may be necessary to implement revised data encryption standards.  It is expected that Treasury will define these requirements, as needed, and the Contractor will be involved in planning and implementing any necessary changes based on these requirements.  Once implemented, any revised data encryption standards will automatically be included in the scope of this Service Level.
	The Contractor will adhere to the approved Security Standards and Procedures.



	9) Application Development and Maintenance standards and Modification Process, including version control mechanism.
	Formal procedures and standards, by which MARCS & all related software will be modified, tested, implemented and documented.

Define & adhere to preventative schedules, response & remedy times for failure of hardware, software and network components.  A log is maintained.

Help define and adhere to a modification procedure (action steps and those responsible) for changes to hardware, network, and packaged software & customized program modules.
	
5
	The following will be developed:

a)
Project Methodology – To be used for any modification projects related to any of the technical architecture that has been implemented for MARCS.

b)
Maintenance Logs - To be used for recording and reporting of any hardware or software failures.  These will be generated from Help Desk records following approved Help Desk Procedures.

c)
Maintenance Records – A Technical Architecture Maintenance Procedure will be developed to track and report on hardware and software maintenance and/or warranty.
Regular reports will be provided to the MARCS Steering Committee regarding action items required based on above records.

	The Contractor will adhere to approved procedures for Project Methodology, Help Desk and Technical Architecture Maintenance.

	10) Problem Resolution

a) 
Help Desk

b)
Problem 
     Tracking

c)
Problem Escalation Procedures

	Maintain a single point of contact for operational issues; maintain contact list; monitor & evaluate performance

Monitor problem tickets to insure follow up is timely and appropriate to priority.

Establish priority scheme; maintain accurate contact list; move problems to higher levels at specific times measured from time of notification based on criticality.

	
4
	Help Desk procedures will be developed to ensure a single point of contact, monitor problem tickets, establish work priorities and ensure appropriate escalation to State and the Contractor Vendor management.


	The Contractor will adhere to approved Help Desk Procedures.



	3)
System Upgrade Thresholds

Future Customer Initiatives, e.g., planning and innovation, addition of new debts

	1)
System performance base-line is established & closely monitored for online, batch & communication times.  Deviations above base-line initiate changes in hardware, software & bandwidth.

2)
Make Treasury aware of new MARCS & Strata™ versions, upgrade features and impact on existing process environments.

3)
Publish the Strategic direction of STAR, MARCS & Collections Div 1-3 yrs. ahead, the expected tactical changes 6-12 mo. ahead.

	
4
	System baseline and performance is covered in online and offline benchmarks that have been established in earlier Service Levels.  Performance against these benchmarks will be communicated to State and the Contractor management via reports defined in those Service Levels.

A Strategic and Tactical Plan outline will be developed by the MARCS Maintenance Team.  The outline will be approved by appropriate State and the Contractor Management.

	The Contractor will provide an annual review of strategic and tactical plans as defined in the Strategic and Tactical Plan outline and deliver this report to the MARCS Steering Committee.  The first annual report will be due 12 months following implementation of MARCS.
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