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COMPUTER ADAPTIVE TESTS AND 

COMPUTER-BASED TESTS

by Royal Van Horn

Phi Delta Kappan

Since I teach assessment classes at the university and write this Technology column, it makes sense that I should write a column on the intersection of these two topics. I wonder why I didn’t think about doing such a column before?

Before I get to the intersection of assessment and technology, though, I wanted to discuss a few assessment fundamentals and clarify a few terms. Assessment, as a discipline, has always been concerned with both measurement and evaluation. Measurement is the easy part; evaluation is a bit tricky. Before you evaluate a student, school, or district, you have to consider the “compared to what” issue, and therein lie the tricks.

Classically, assessment texts have described “norm-referenced evaluation,” you compare a student to a representative sample of similar students across the U.S., which is known as the norm group. Such tests as the CTBS (Comprehensive Tests of Basic Skills) and SAT (Stanford Achievement Tests) are examples of tests designed for this purpose. Criterion-referenced evaluation compares a student to a set of objectives, competencies, or standards- usually state standards measured by state tests. Unfortunately, most assessment texts forget to mention the third approach to evaluation, “improvement-referenced” evaluation. To use improvement-referenced evaluation, you have to accurately track a student’s progress and take measurements at least three times a year. Most test designed to provide information for norm- and criterion-referenced evaluation do not work well for improvement-referenced uses, since, for a variety of reasons, they cannot be given reliably- at least in a paper-and-pencil format – three times a year.

One of the biggest issues today is “grade-level testing.” On the surface, it seems logical to give fourth-graders a fourth-grade test. The problem is that some fourth-graders are performing at the second- or third-grade level, and giving them a fourth grade test yields little useful information. Besides, these below grade level students get frustrated by tests that are much too hard for them. Grade-level testing is also frustrating for students performing above grade level. This issue prompts people to advocate or discuss OOLT (Out Of grade-Level Testing).  Why not give students performing above or below grade level the tests that are appropriate for students at their level?  The obvious solution to this quandary is to get the computer to custom design test to fit individuals.  This is called Computer Adaptive Testing (CAT), and such tests fit nicely with an improvement-referenced approach to evaluation.  A CAT test is simply a test that makes continuous adjustments in the difficulty of items so that they match a student’s performance level. If a student misses an item, a slightly easier one is given.  If a student gets an item correct, a slightly more difficult one is given. Since time is not wasted on items or questions that are above or below a student’s ability, relatively few items need to be answered.  Testing often takes as little as 10 minutes. Obviously, a computer is necessary to quickly check an item and offer the next one, and a large item bank of questions matched to various levels is required to support such an approach.

Computer adaptive tests have numerous advantages. First, every student receives a unique test, adjusted to his or her performance level.  This makes cheating virtually impossible. Second, test results can be immediately obtained, and a wide variety of reports can be generated. Third, a CAT test can be administered one-on–one in a classroom setting or to many students at once in a computer lab. Fourth, with a large item pool, a CAT test can be given regularly--for example, in August, January, and May. When a CAT test is given regularly, individual student progress can be charted and evaluated. That is, you do not have to wait until you give the state achievement test in late spring to find out if a student is making progress.
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The Northwest Evaluation Association (www.nwea.org) in Portland, Oregon, is a nonprofit education organization that is supported by member districts. Its revenue is generated by its development efforts, and it has a computerized item bank of more than 15,000 calibrated test items that it continually refines. Items must be tested with 300 students and must pass all the qualifications and statistical tests before being added to the item bank. This continuously refined item bank allows NWEA to design a variety of tests, including computer adaptive tests. 

One of NWEA’s main products is the computer adaptive Measures of Academic Progress (MAP) test. MAP is a set of tests in math, reading, and language usage designed around the most common set of goals from around the country. “MAP test items are referenced to the Rasch Unit Scale. This scale is the most important difference between MAP and other tests. This scale is an equal interval scale that measures a student’s academic growth similar to the way a yardstick measures physical growth.”  The Rasch scale offers many advantages over the percentile scale, which rank-orders students only.

The MAP test has been administered to more than 800,000 students and is widely used in northwestern states, such as Idaho and Oregon. NWEA will design customized tests that are aligned to state standards, which it has listed by state on its website.  NWEA is also developing a Science MAP test in the areas of “Concepts and Processes” and “General Science Topics” and is expanding its coverage to include items on high school subjects, such as biology and American history.

For matters related to testing, one of the best references is the Mental Measurements Yearbook from the Buros Institute at the University of Nebraska. The Yearbook publishes reviews of hundreds of tests written by measurement professionals. Our campus library subscribes to the on-line version, so I searched it for reviews of CAT test. The search yielded information only on STAR Reading and STAR Math from Advantage Learning Systems, the company that makes the Accelerated Reader software used in many elementary schools. There were two reviews of each test, one positive and one guarded. The reading test items consist of sentences with a missing word that the student must supply.  According to the reviewers, this type of item heavily emphasizes vocabulary development and does not measure other important aspects of reading.  Also, according to the reviewers, the items on STAR Math heavily emphasize computation. Schools now using Accelerated Reader software may be more interested in the STAR tests than schools that do not use the software. Advantage Learning also makes the Advantage STAR Early Literacy test. This test is not in the Mental Measurements Yearbook, and I did not have time to find much information on it. What I did find indicates that it has 2,000 items covering a wide range of readiness and early-literacy skills.

In my study of CAT tests, I came upon the Lexia Comprehensive Reading Test (CRT), which is appropriate for kindergarten-readiness screening and use with primary-grade students (www.lexialearning.com).  I am not sure that this is a computer adaptive test. I think it is more appropriately classified as a “computer-based test,” but that is probably not a detriment at this level. One of the members of our reading faculty happened to have a copy of the software, so I was able to load and run the program. The CRT is really four test in one:  kindergarten readiness, phonics and decoding, Dolch sight words, and a Burns and Roe informal reading inventory.  To administer the test to pre-kindergarteners, a teacher or other trained person uses the computer keyboard to record students’ responses to each test item.  For example, the computer will place large colored squares on the screen and ask students to point to the green square.  If a student does a task successfully, the teacher pushes one key; if not, the teachers pushes a different key.  The voice used to present items and tasks is that of a female with excellent enunciation.  The computer screens are large, colorful, simple, and well laid out.

The readiness portion of the CRT includes the following skills:  giving first and last names, giving the names of the letters in first name, giving age, giving the names of the colors of eight crayons, writing first name with pencil, demonstrating phonemic awareness with pictures, and demonstrating phonemic awareness without pictures.  The next three subtests measure additional early skills.  Detailed individual and class-level reports are immediately available for print out. Lexia makes other CAT test, and I encourage readers to visit their website. Frankly, I was impressed with how well the computer was used 
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to deliver the CRT, but I am certainly not an early childhood expert. I recommend that early childhood educators review the Lexia, Advantage Learning, and similar tests.

Readiness and achievement are obviously not the only things that can be assessed using computer adaptive tests. I uncovered a paper presented at the 1991 meeting of the American Educational Research Association that discussed a test that was developed in Singapore to measure eight-grade attitudes toward science two. CAT versions are also available for the Graduate Record Exam, for various college entrance exams, and for teacher certification tests. I suspect that most of the major test-makers have, or soon will have, computer adaptive versions of all their major tests.

Indeed, I predict that computer adaptive tests will quickly become routine in schools, especially since they provide the ability to carefully monitor student progress from month to month and item to item.

1. Kay Woodfield, “Getting On Board with Online Testing,”  T.H.E. Journal, January 2003, p. 36.

2. Yoke-Yeen and Tit-Loong  Lam, “The Use of the Graded Response Model in Computerized Adaptive Testing of the Attitudes to Science Scale,” paper presented at the annual meeting of the American Educational Research Association, Chicago, 1991. 

 INSERT B for Step 1







EdWEEK   
[image: image12.jpg]


TECH’S ANSWER TO TESTING
Education and technology forces have converged this year to vault computer-based testing into the headlines, raising important questions about whether this new mode of assessment is more useful than traditional paper-and-pencil exams. 

To begin with, the increased testing requirements imposed by the "No Child Left Behind" Act of 2001—a far-reaching overhaul of federal education policy signed into law by President Bush in January 2002—have set schools scrambling to find more efficient ways to assess academic skills and get children ready for high-stakes state exams. Unlike traditional standardized tests on paper, which can take weeks or even months to score and return to schools, computer-based assessments can provide almost immediate feedback. That is arguably one of the biggest draws for educators. 

Already,12 states and the District of Columbia have a computerized exam or a pilot project under way to evaluate the effectiveness of computer-based testing, according to a new Education Week survey of state departments of education ("State Initiatives: A Survey of State Departments of Education"). All of these tests, except for one in North Carolina and the District of Columbia exam, are administered via the Internet. In five states, officials report that computerized testing was designed to partially meet requirements under the new federal law. 

Eventually, experts predict, technology could change the face of testing itself, enabling states to mesh the use of tests for instructional and accountability purposes. 

"You've got the potential that technology could be a solution," says Wesley D. Bruce, the director of school assessment for the Indiana Department of Education, "but there is, right now, just a huge set of issues." 

Chief among them is a simple question: Do schools have enough computers to test children in this new manner? The answer in many places is no. And with most states struggling with budget deficits, it's unlikely they are going to use their limited resources to fill that void. 

Yet researchers point out that computer-based testing has the potential to be far cheaper than its printed counterpart. 

Richard Swartz, a senior research director at the Educational Testing Service, in Princeton, N.J., estimates that the actual costs of putting a test on-line and building a customized scoring model are comparable to those of developing a good paper-and-pencil exam. "Once the tests are implemented," he adds, "the difference in scoring costs is enormously in favor of the computer." 

Still, other problems with computerized assessment have emerged. One prickly issue involves the use of what is called adaptive testing, in which the computer adjusts the level of difficulty of questions based on how well a student is answering them. Proponents of this form of testing argue that it provides a more individualized and accurate assessment of a student's ability. 

But the No Child Left Behind law, a revision of the Elementary and Secondary Education Act that puts a higher premium than ever on schools' accountability for student achievement, continues to mandate that states measure student performance against the expectations for a student's grade level. 
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With adaptive testing, a 7th grader, for instance, might be bumped up to questions at the 8th grade level or dropped down to the 6th grade level. As a consequence, debate is growing about whether adaptive testing can meet the purposes of the federal law, and if it doesn't, how the technology should be modified to meet the requirements. 

To give educators a head start on understanding computer-based testing, Technology Counts 2003—the sixth edition of Education Week's annual report on educational technology in the 50 states and the District of Columbia—examines these new developments from a host of angles, beginning with an analysis of the impact of the No Child Left Behind law ("Legal Twists, Digital Turns"). Surprisingly, perhaps, the story points out that the law is having the effect of both encouraging and discouraging the use of computerized assessments. 

As another part of this year's focus on computer-based testing, Technology Counts 2003 takes a close look at adaptive testing, with analysis from proponents and critics, and a description of how it works("A Question of Direction"). The upshot of the adaptive-testing debate is that developers of such assessments are worried that they may be left out of what could be the greatest pre-collegiate testing boom in history. 

Computerized assessment may turn out to have its biggest impact in the area of on-line test preparation, observers of the field say. Last year, for instance, more than 200,000 students in 60 countries signed up for the Princeton Review's on-line demonstrations of such tests as the SAT and state exit exams. Technology Counts 2003 tracks the online test prep trend ("Prepping for the Big Test"). 

As educators face the new federal requirement to test all 3rd through 8th graders annually in reading and mathematics, states are experimenting with new ways of using technology to evaluate the abilities of special education students. Testing experts say that what educators learn from how to tailor assessments to the needs of special education students could also shape how they test other students who may have more subtle individual needs. This year's report examines those lessons ("Spec. Ed. Tech Sparks Ideas"). 

Technology Counts 2003 also includes a story about teachers who are using computer-based testing to give classroom quizzes and tests ("The Teacher's New Test"), an examination of the benefits and drawbacks of essay-grading software ("Essay Grading Goes Digital"), an analysis of the growing business of computer-based testing ("Marketing to the Test"), and a look at national trends in educational technology. 

Snapshots of the steps each state has taken to use computer-based testing—or simply to use educational technology more effectively—are also included in the report ("State Profiles"), as are data tables with state-by-state statistics on technology use in schools ("Tracking Tech Trends"). 

We hope you'll find information here that will help you understand computer-based testing and its evolving role in education. 

—The Editors 
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A QUESTION OF DIRECTION

by Andrew Trotter
Computer adaptive testing is used to test recruits to the U.S. military, for licensing nurses and computer technicians, for entrance tests to graduate school, and for a popular placement test used by community colleges—but not for academic testing in all but a handful of K-12 schools. 

Most notably, computer adaptive testing has been left out of nearly all the large-scale testing programs that states are ramping up to meet the requirements of the federal "No Child Left Behind Act" of 2001. 

A prime reason: The U.S. Department of Education interprets the law's test-driven accountability rules as excluding so-called "out-of-level" testing. Federal officials have said the adaptive tests are not "grade-level tests," a requirement of the law. 

"Psychometricians regard that decision as humorous," Robert Dolan, a testing expert at the nonprofit Center for Applied Special Technology in Wakefield, Mass., says of the department's stance. 

Adaptive tests deliver harder or easier items, depending on how well the individual test-taker is doing. They are considered out-of-level because the difficulty range could include skills and content offered in higher and lower grades. 

	‘Adaptive’ testing puts federal officials and experts at odds.
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Dolan and other test experts concede states may have reason to say no to computer adaptive testing, because of cost, uneven technology levels in schools, and even educators' unfamiliarity with the method—but not because of grade-level testing. 

"The span of [test item] difficulty from easiest to hardest is entirely under the control of the test developer," says Tim Davey, the senior research director of the Educational Testing Service, based in Princeton, N.J. 

Some experts say adaptive tests give schools a better return on the time and money devoted to testing—including more accurate measurement of the proficiency of students who are above and below average, and speedier access to the test results. 

But Education Department officials say their hands are tied. "The regulations are very clear in saying all students have to be held to the same standard as the foundation for school accountability," says Sue Rigney, an education specialist in the department. "The focus here is very explicitly on the grade level the state has defined." 

Federal officials worry that out-of-level testing might lead to lower expectations for below-average students. 
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They also note that states are free to use computer-adaptive tests outside the accountability purposes of the No Child Left Behind law, which requires yearly assessments in reading and mathematics of students in grades 3-8. 

But the upshot, for now, is that computer adaptive tests are left out of the federal law, along with the public attention and federal money for test development that come with it. And the developers of adaptive tests feel they are missing out on what may be the greatest pre-collegiate testing boom in history. 

'Made Us a Pariah'

"[The Education Department's] decision made us a pariah," says Allan L. Olson, the president of the Northwest Evaluation Association, a nonprofit testing organization in Portland, Ore. The group was developing a computer adaptive test for Idaho's assessment when the department ruled its method out just over a year ago. 

Federal officials gave the same message to South Dakota and Oregon. South Dakota subsequently made voluntary its once-required computer adaptive test, and has adopted a conventional paper-and-pencil test for its statewide program. Oregon has postponed for a year the addition of a computer adaptive feature to its on-line test. 

"I think the [department's] interpretation in the case of South Dakota was based on a sort of misunderstanding of what adaptive testing does," says Davey of the ETS. He says computer adaptive tests typically span more than a single grade level—a diagnostic benefit—but they don't have to, and in any case, grade-level information is recorded for each test item. 

Researchers express puzzlement because the federal government has been deeply involved in the development of computer adaptive testing, starting with seminal research at the U.S. Office of Naval Research in the 1970s and 1980s. A decade later, Education Department grants paid for new computer adaptive reading tests in foreign languages, and department officials lauded the method's potential for school-based testing. 

David J. Weiss, one of the original leaders of the Navy research, says there is "no reason" why computer adaptive testing is not appropriate for K-12. 

Now the director of the psychometric-methods program at the University of Minnesota, Twin Cities, Weiss notes that a study of children who took such tests in Oregon for several years produced "beautiful data" on improvements in math and reading. 

Federal officials say they would consider the use of a computer adaptive test if it tested within the grade- level. 

But other test experts say the federal government is right to be wary of computer adaptive testing. 

"The technology is not ready for prime time," contends Robert A. Schaeffer, the public education director for the National Center for Fair & Opening Testing, or FairTest, a Cambridge, Mass.-based advocacy group that opposed the No Child Left Behind Act because of its testing mandates. 
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	‘The technology is not ready for prime time.’ 


	Robert A. Schaeffer, 
Public Education Director, 
National Center for 
Fair & Open Testing
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He says the computer adaptive version of the Graduate Record Examination launched at ETS testing centers in 1994 was initially flawed because it had a pool of test items that was too small, and there were insufficient facilities for the number of test-takers. 

ETS spokesman Tom Ewing acknowledges those problems occurred but says they were quickly resolved through enlarging the pool of questions and improving test scheduling. 

But Schaeffer warns that schools could face a rougher transition, considering their budget limitations and the high stakes involved in testing. 

W. James Popham, a professor emeritus and educational testing authority at the University of California, Los Angeles, says the theoretical accuracy of computer adaptive testing does not necessarily translate into reality: "Even though [such testing] makes measurement types quite merry, they can play games with numbers and it doesn't help kids." 

Popham, a former president of the American Educational Research Association, contends that the testing technology is "opaque" to the public and policymakers. 

He says federal officials may believe the testing method could introduce loopholes into the education law. 

"They fear educational con artists who have historically frustrated congressional attempts to safeguard disadvantaged youngsters," Popham says, referring to educators who wish to avoid accountability. "The fear is, they'll pull a fast one and downgrade expectations." 

Zeroing In on Skills

But proponents of adaptive, computer-based testing fear that schools may wait decades for access to a major improvement over conventional, "linear" standardized tests, which present each student with the same set of test items. 

The logic of the new tests is that of a coach pitching to a young batter: If the youngster is missing, the coach eases up a little; if not, he increases the challenge. Sooner or later, the coach zeroes in on the batter's skill level. 

Some testing experts argue that the adjustment improves test accuracy. 

"In paper-and-pencil tests, items tend to be grouped around average kids. Those in the tails of distribution—we don't get as much information about those kids," says Michael L. Nering, the senior psychometrician at Measured Progress, a testing company in Dover, N.H. 
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	‘The great thing about adaptive testing is that it has equal precision.’ 
Michael L. Nering, 
Senior Psychometrician, 
Measured Progress



"The great thing about adaptive testing is that it has equal precision," meaning the results are accurate at all proficiency levels, says Nering, who helped design two state assessments and developed computer adaptive tests for ACT Inc. "No matter what your ability is, whether you're really smart or not, the test will stop administering items when equal precision is reached." 
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By contrast, most of the items on conventional tests—on paper or computer—are aimed at the "average" student in the target population. 

"If I'm a very low-performing student, there may be only two or three items on the [conventional] test that are appropriate to my level of performance," Davey of the ETS says, adding that the same is true for high-performing students. 

Inside the IRT

Computer adaptive tests often use the same types of questions as conventional tests, though with adjustments for display on a screen. Other features are distinctive, such as the order of items being irreversible. Students are not allowed to recheck or change answers. 

This one-way street is necessary because of the process that takes place after each answer: A central computer recalculates the test-taker's ability level, then selects the next item, based on the individual's success to that point. 

As the student completes more items, the computer tracks the statistical accuracy of the score until a set accuracy level is reached. Then the test moves to another skill or content area. Reaching that level may require fewer items if the student answers with consistent proficiency—or many more items, if the student answers inconsistently. 

"Adaptive testing doesn't waste the examinees' time by asking questions that we're already pretty sure we know how the student is going to answer," says Davey. 

	‘Adaptive testing doesn't waste the examinees' time.’

	Tim Davey,
Senior Research Director, 
Educational Testing Service
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To make the crucial decisions about which items to present, the test is outfitted with an "item response theory" model—essentially its brains and the part of the system that some critics consider opaque. 

The IRT model governs the interaction between the test-taker and the test items. It weighs the student's record of right and wrong answers against several known characteristics of the test items—such as difficulty, the ability to discriminate between higher- and lower-ability students, the degree to which guessing may succeed, and coverage of academic content. 

By solving the complex algorithm written into the IRT model, the computer determines which test item should be presented to the student next. 

Test developers concede that IRT models are unfathomable to lay people and even challenge the intellects of experts unfamiliar with a given test. 

Schaeffer of FairTest calls the IRT model the "pig in a poke" that makes computer adaptive testing hard for policymakers to accept. 

"Who knows what the algorithm is for test delivery?" he asks. "You have to accept the test manufacturer's claims about whether the test is equivalent for each student." 
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Scott Elliot, the chief executive officer of Vantage Learning, a major maker of computer-based tests located in Yardley, Pa., says, "There are many technical nuances under the IRT; some differences [between IRTs] are sort of like religion." 

Davey of the ETS agrees that the IRT resists attempts to explain it, but adds that the apparent simplicity of conventional testing is "based largely on oversimplification of how paper testing typically is done." 

In fact, he says, virtually identical IRT models are used with some conventional state tests to ensure that the same score in different years represents approximately the same proficiency level on the test—a vital issue for accountability. 

Breaking With the Past

Because of technology hurdles and spotty acceptance of computer adaptive testing, experts generally predict that the field will struggle for the next five or 10 years, but that schools will eventually turn to the approach. 

Davey believes educators will be persuaded by the greater amount of diagnostic information the tests produce from fewer school days spent testing. 

That's not to overlook other formidable problems that computer-based testing poses for schools—notably, the difficulty of providing technology that is reliable and consistent for all students, so the playing field is kept level. The tests must be delivered over a robust infrastructure to avoid processing and communications delays that would leave students waiting for their next test items. 

	Experts generally predict that the field of computer adaptive testing will struggle for the next five or 10 years.
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Computer adaptive tests also require larger banks of test items than conventional tests do. Yet the adaptive method gives items a longer useful life because it's harder for test-takers to predict which items they will encounter. 

Finally, adaptive tests are subject to some of the same well-documented problems as other standardized tests, such as cultural biases, says FairTest's Schaeffer. "Automating test items that are used inappropriately, in many ways makes matters worse—you add technical problems and dissemination-of-information problems," he says. 

Referring to the ETS adaptive Graduate Record Examination, he adds, "The GRE, in spite of all the hoopla, is the same lame questions put out using a hidden algorithm, instead of linearly on a sheet of paper." 

Ewing of the ETS counters that its test items are "what the graduate deans have said are the math and verbal skills that they want students to be able to handle." 

Meanwhile, researchers are working on new kinds of adaptations that could be applied in computer adaptive tests—including presenting items using multimedia or computer simulations and catering to an individual's preferred learning style. Already, some tests present items in different languages. 

Those changes highlight another potential pitfall. Today, policymakers insist on having new tests demonstrate "comparability" with old tests, a task that Davey says becomes vastly more difficult as testing methods change. 
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Benefiting from many promising innovations will require letting go of comparability, Davey maintains. 

"It's like when we moved away from strictly essays and constructed-response items 100 years ago and introduced multiple-choice items," he says. "For tests based on simulations, there's no paper-and-pencil equivalent anymore. You have to make a clean break with the past." 
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      Technology Inventory

Name of School __________________________  Date ________________________

Name of District___________________________ Grade levels of school: __________

Number of staff:___________

Number with adequate _____   moderate _____  low _____ technology comfort levels

Average number of students:

Per grade:
K _____       1 ______        2 _____       3 _____       4_____
     5_____



6 _____        7 ______        8 _____

Name of District technology person: __________________   Phone _______________

Name of School technology person: ___________________ Phone _______________

Current Technology Capacity

Number of computers in the building:________ In each classroom:________________








Other areas:_____________________

Types of computers:_____________________________________________________

Does this school have a computer lab setting?_________

If so, how is it used?

Operating systems of computers:___________________________________________

Current Internet Connection Capacity

Dial in ________    
T 1 Lines __________       Other ____________    None ________

Does a wireless hub exist in the school?  ____________

Future Capacity

Estimated timeline for future purchase of computers:

Number of computers:

Types of computers:

Operating systems of computers:

List current obstacles for conducting on-line assessment of students during a class period. 
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On the next page you will find the Teacher Computer Survey.  

Directions: Read each item and score yourself 1 (low) to 5 (high) to determine computer readiness.

Teacher Computer Survey

Name__________________tement. 1= Least    5 = Most
1. I find the use of computers helpful in my work.

2. I ‘surf’ the web on a regular basis.

3. I have and use an e-mail address on a daily basis.

4. I allow my students to use the computers in our classroom/lab.

5. I am familiar with Word, Excel and PowerPoint.

6. I am willing to learn strategies using technology for assessing students.

7. Students will successfully implement the use of technology for assessment.

8. I feel comfortable in the use of the computer and internet for both professional and personal tasks.

9. I have no preference in regards to a Macintosh or IBM compatible.  (Please circle your preference if your answer is 1-3).

10. I have attended professional development sessions on the use of computers and software programs.





Teacher Computer Survey
Name_______________________ st
1. I find the use of computers helpful in my work.

2. I ‘surf’ the web on a regular basis.

3. I have and use an e-mail address on a daily basis.

4. I allow my students to use the computers in our classroom/lab.

5. I am familiar with Word, Excel and PowerPoint.

6. I am willing to learn strategies using technology for assessing students.

7. Students will successfully implement the use of technology for assessment.

8. I feel comfortable in the use of the computer and internet for both professional and personal tasks.

9. I have no preference in regards to a Macintosh or IBM compatible.  (Please circle your preference if your answer is 1-3).

10. I have attended professional development sessions on the use of computers and software programs.
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Compass Learning assessment and management solutions prepare students for high-stakes testing by diagnosing their strengths and weaknesses on the same skills tested on state and national assessments and then prescribing personalized learning paths that focus students on the areas they need to improve in order to meet critical standards. 

	What It Does                            
	Considerations
	System 

Requirements
	Product

Information

	· Web-based formative assessments of Michigan state standards.

· Provides ‘real time’ results of strengths and identifies future objectives 

· Tracks student data 

· Creates reports for viewing by teachers, principals and district level administrators.

· Website contains links for technical support and additional directions for implementation of program


	 - Adequate number of  computers to test groups of students

· - T1 lines or DSL

· internet connections

· are preferred.

 - Does not use computer adaptive technology


	Contact the company for detailed information:

800.422.4339
	Compass Learning is a yearly site license, based on the number of students within the school

- For pricing and  

  additional 

  information see:

www.compasslearning.com
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e*Assessment

The program offered through Rigby uses palm pilot technology to administer screening, diagnostic and instructional reading assessments. The data is stored in the palm until ready to send for the calculation of student errors and fluency. ‘Real time’ results report student progress for individual students, for classrooms or for the school. Strengths and weaknesses are identified giving the teacher data on which to base future instruction.  

	What It Does                            
	Considerations
	System 

Requirements
	Product

 Information

	· Addresses the broad range of literacy areas schools are focusing on, specifically the Reading First guidelines of comprehension, fluency and phonics

· Website scores the ‘reading record’, thus reducing the possibility of human error in reporting results

· Provides ‘real time’ results of strengths and identifies future objectives 

· Tracks student data 

· Creates reports for viewing by teachers, principals and district level administrators

· Can be used as a supplement to any reading series

· Supports leveled books from Rigby
	 - Computers must   have enough memory to support the software.

· - T1 lines or DSL 

· internet connections 

· are preferred.

· - Firewalls and filters can cause difficulty with the hot syncing process.

· - Additional cost for the purchase of palm pilots


	Contact sales representative

Or visit

www.rigby.com

	e* Assessment offers a  yearly site license, based on the number of students and teachers within a 

school using the program.

 For pricing 

 information 

 contact:

Jerry Suddeth-Lott, Sales Coordinator

Gerald.Suddeth-Lott@steckvaughn.com
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EduTest®

This product is a part of the Lightspan family of educational products utilizing technology. EduTest is its online formative assessment tool that can be used to provide multiple assessments throughout the school year tracking student progress. This tool can be given using computers or as a paper and pencil assessment. It provides ‘real time’ data of student strengths and weaknesses in various content areas. It also provides classroom teachers with a tool to create their own tests that are based on Michigan Benchmarks and Standards.

	What It Does                              
	Considerations
	System 

Requirements
	Product

 Information

	· Assesses students on Michigan Benchmarks and Standards

· Provides ‘real time’ results of strengths and needs for each child

· Guarantees results are within 24 hours

· Tracks student data 

· Creates reports for viewing by teachers, principals and district level administrators

· Contains Create-A-Test with a bank of more than 65,000 questions for teachers to select

· Provides a detailed item analysis

· Contains pre-generated assessments

· Basic program contains Language Arts and Mathematics in grades 2-10
	- Adequate number of computers per

testing group

- Suggested time limited for testing benchmarks is 1 hour per test

- T-1 lines or DSL internet connections are preferred

- Not a  high stakes test, no safeguards to prevent cheating

- Tests do not use artificial intelligence to modify question difficulty based on student responses


	Windows 95 or better

Netscape Navigator version 4.x or newer

Internet Explorer version 4.01 or newer
	-EduTest offers a   

 yearly site license  

 with no limit on the 

 number of students 

 or teachers within a 

 school.

-Other content areas 

 available at 

 additional cost.

-For pricing 

 information 

 contact:

www.Lightspsan.com
or call:

Jim Clor

313. 886-4437




.

INSERT D for Step 7


Study Island

Study Island is a MEAP preparatory program designed to improve students’ scores on the MEAP. The program is based on the content standards outlined in the Michigan Curriculum Framework ( MCF) for grades 4-8.  No software is needed; the program is completely web-based. Students can access the program from home. There are several thousand questions in the bank. The answers to each item change which prevents students from memorizing the 

tests.  Real time reports are generated for students and for total classrooms.

	What It Does                            
	Considerations
	System 

Requirements
	Product

 Information

	· Assesses students on the content standards of the M.C.F. for grades 4-8 in all MEAP content areas

· Questions are similar to the MEAP

· Provides ‘real time’ results of strengths and identifies future objectives 

· Tracks student data 

· Creates reports for viewing by teachers, principals and district level administrators

· Order of item foils change to prevent memorization of tests


	- Adequate number of computers to test groups of students

- T1 lines or DSL internet connections are preferred


- Does not use computer adaptive technology


	Contact the company for detailed information:

800.419.3191
	-Study Island is a yearly site license, based on the number of students within the school

-For pricing and additional 

 information  see:

www.studyisland.com
or call: 1 (800) 419-3191





INSERT E for Step 7 



Wireless Generation

The program offered through Wireless Generation uses palm pilot technology to administer screening, diagnostic and instructional reading assessments. The data is stored in the palm until ready to send to mClass for the calculation of student errors and fluency. ‘Real time’ results report student progress for individual students, classrooms or for the school. Strengths and weaknesses are identified giving the teacher data for future instruction.

	What It Does                            
	Considerations
	System 

Requirements
	Product

 Information

	· Assesses students reading skills

· Website scores the reading record, thus reducing the possibility of human error in reporting results

· Provides ‘real time’ results of strengths and identifies future objectives 

· Tracks student data 

· Creates reports for viewing by teachers, principals and district level administrators

· Will provide assessments of DIBELS in K-3 in the fall of 2003

· Supports leveled books from The Wright Group, Capstone Press, Compass Point Books, Pacific Learning, Reading A-Z, Newbridge Educational Publishing and Sundance Publishing
	- Computers must have enough memory to support the software

- T1 lines or DSL internet connections are preferred

- Firewalls and filters can cause difficulty with hot syncing process

- Additional cost for the purchase of palm pilots




	Contact Wireless for detailed information.

212. 213.8177
	Wireless Generation offers a yearly site license, based on the number of students and teachers within a 

school using the program.

 For pricing 

 information 

 contact:

info@wgen.net
          or

Marshall Eubanks, 

Sales Coordinator

meubanks@wgen.net
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Achievement Test – An assessment that measures a student’s acquired knowledge and skills in one or more content areas.

Composite Score – A single score used to express the combination, by averaging or giving the summation of the scores on several different tests.

Constructed Response Item – An assessment unit with directions, a question, or a problem that elicits a written, pictorial, or graphic response from a student. Sometimes called an “open-ended” item.

Content Validity – This indicates the extent to which the content of the test samples the subject matter or situation about which conclusions are to be drawn.

Computer Adaptive Testing – A web-based assessment that uses artificial intelligence to generate items that adapt to the test-taker based on his or her previous responses to items. The goal of the C.A.T. is to match the test to the person’s ability level as he or she progresses through the test. Students cannot review or change answers to previous items.

Computer Literate – Having an understanding or working knowledge of computer usage and can apply programs and software to complete tasks.

Criterion – A standard or judgment used as a basis for quantitative and qualitative comparison; that variable to which a test is compared to constitute a measure of the test’s validity. 

Criterion-Referenced Test - A test in which every item is directly identified with an explicitly stated educational behavioral objective. The test is designed to determine which of these objectives have been mastered by the student.

Culture-Fair Test – A test devised to exclude specific cultural stimuli so that persons from a particular culture will not be penalized or rewarded on the basis of differential familiarity with the stimuli.

Cursor – The blinking line or arrow that indicates a location on the monitor.

Diagnostic Test – A test intended to locate learning difficulties or patterns of error. Such test yields measures of specific knowledge, skills, or abilities underlying achievement within a broad subject. Thus, they provide a basis for remedial instruction.

Dynamic Content – Answers to multiple-choice questions are constantly changing position on computer generated on-line tests.

DSL- High speed internet connection. Requires a proxy server.

Educational (Instructional) Objective – A statement that defines an intended outcome of instruction. It describes what a successful learner is able to do at the end of the lesson or course, defines the conditions under which the behavior is to occur, and often specifies the criterion or standard of acceptable performance.

Face Validity – An evaluation of a test based on inspection only.

Filters – A security measure meant to prevent unwanted internet material and block travel to unapproved sites.

Firewalls – A security program meant to block unwanted access from the internet to a computer and its system.

Fixed Tests – Also called linear tests.  This type of test has the same basic format as a paper-and-pencil test. It is fixed in length, contains a set number of items in a specified order and students can skip items, change answers and move back and forth through the on-line test.

Floor – The opposite of ceiling, it is the lowest limit of performance that can be measured effectively by a test. Individuals are said to have reached the floor of a test when they perform at the bottom of the range in which the test can make reliable discrimination. If an individual or group scores at the floor of a test, the next lower level of the test, if available, should be administered.

Formative Assessment – The process of assessing the same objectives during the course of a school year to track growth or lack of growth and use the results as a basis for continued instruction.

Frequency Distribution – An ordered tabulation of individual scores (or groups of scores) showing the number of persons who obtained each score or placed within each range of scores.

Grade Equivalent – A score on a scale developed to indicate the school grade (usually measured in months) that corresponds to an average chronological age, mental age, test score, or other characteristics of students. A grade equivalent of 6.4 is interpreted as a score that is average for a group in the 4th month of grade 6. 

Grade Norm – The average test score obtained by students classified at a given grade placement.

Guessing Parameter – The probability that a student with very low ability on the trait being measured will answer the item correctly. There is always some chance of guessing the answer to a multiple-choice item and this probability can vary among items. The guessing parameter enables a model to account for these factors.

Highlighting – The process of selecting text or images to make changes. Click on the beginning of the sentence and drag or click on the image to cause small squares to appear round its perimeter.

Holistic Scoring – A scoring procedure yielding a singe score based on overall student performance rather than on an accumulation of points. Holistic scoring uses rubrics to evaluate student performance.

Hot sync – The process of sending data to and from the computer to a hand held palm pilot. The palm is placed on a cradle that is connected to the computer and a button is pressed to start the transfer of data.

Drag – The process of highlighting an object or text, placing the cursor on a point or the beginning of the sentence location in order to move it to a new location.

Icon- The name of the symbols or pictures used to identify files or programs on the screen of the computer.

Item – A question or problem on a test.

Item Bias – An item is biased when it systematically measures differently for different ethnic, cultural, regional, or gender groups.

Item Response Theory – The basis of various statistical models for analyzing item and test data.

Local Norms – Norms that have been obtained from data collected in a limited locale, such as a school county, or state. They may be used instead of, or along with, national norms to evaluate student performance.

Mean- The quotient obtained by dividing the sum of a set of scores by the number of scores; also called the ‘average’. Mathematicians call it ‘arithmetic mean’.

Median – The middle score in a set of ranked scores. Equal numbers of ranked scores lie above and below the median. It corresponds to the 50th percentile and the 5th decile.

Mode – The score or value that occurs most frequently in a distribution.

Multiple Measures – Assessments that measure student performance in a variety of ways. Multiple measures may include standardized tests, teacher observations, classroom performance assessments, and portfolios.

Multiple Choice Item – A question, problem or statement (called a stem) which appears on a test, followed by two or more answer choices, called alternatives, or response choices. The incorrect choices, called distracters or foils, usually reflect common errors. The student’s task is to choose from, among the alternatives provided, the best answer to the question posed in the stem.

Normal Distribution Curve – A bell-shaped curve representing a theoretical distribution of measurements that is often approximated by a wide variety of actual data. It is often used as a basis for scaling the statistical hypothesis testing and estimation in psychology and education because it approximates the frequency distribution of sets of measurements of human characteristics.

Norm-Referenced Test – A standardized assessment, in which all students perform under the same conditions. This type of test compares a student or group of students with a specified reference group, usually others of the same grade and age for k-12 students, those with similar characteristics. 

Norms – The average or typical scores on a test for members of a specified group. They are usually presented in tabular form for a series of different homogeneous groups.

Objective – A desired educational outcome such as ‘constructing meaning’ or adding whole numbers. Usually several different objectives are measured in one sub-test.

Objective Test – A test for which a list of correct answers, one for each test item, can be provided so that the subjective opinion or judgment is eliminated from the scoring procedure. Multiple-choice, true/false, matching-item tests are purely objective, while short answer and completion-item tests are less so.

Percentile – One of the 99 point scores that divide a ranked distribution into groups, each of which contains 1-100 of the scores. The 73rd percentile denotes the score or point below which 73 percent of the scores fall in a particular distribution of scores.

Performance Assessment – An assessment activity that requires students to construct a response, create a product, or perform a demonstration. Usually there are multiple ways that a student can approach a performance assessment and more than one correct answer.

Performance Standard – A level of performance on a test, established by education expert as a goal of student attainment.

Proxy Server – Software and hardware system that allows several computers simultaneous access to the internet.

Raw Score – The first score obtained in scoring a test, which is often the number of correct answers. Sometimes it is the number right minus a fraction of the number wrong, the time required to complete the test, the number of errors, or some other number obtained directly from the test’s administration.

Real-Time – Results from an assessment are generated within hours after completion of the assessment and readily available for dissemination. 

Readiness Test – A test of ability to engage in a new type of specific leaning. Level of maturity, previous experience, and emotional and mental set are important determinants of readiness.

Reliability – The consistency of test scores obtained by the same individuals on different occasions or with different sets of equivalent items; accuracy of scores.

Rubric- A scoring tool, or set of criteria, used to evaluate a student’s test performance, usually on a holistic test.

Scale – An organized set of measurements, all of which measure one property or characteristic, different types of test-score scales use different units, for example, number correct, percentiles, or IRT scores.

Scale Scores – Scores on a singe scale with intervals of equal size. The scale can be applied to all groups taking a given test, regardless of group characteristics or time of year, making it possible to compare scores from different groups of students.

Scroll – The process of placing the cursor and holding down on an arrow located on the side of the opened program to view what is hidden lower or higher on the screen.

Selected Response Item - A question or incomplete statement that is followed by answer choices, one of which is the correct, or best answer. Also referred to as a ‘multiple choice’ item.
Standard Deviation – A statistic used to express the extent of the divergence of a set of scores from the average scores in the group. In a normal distribution, approximately two-thirds (68.3%) of the scores lie within the limits of one standard deviation above and one standard deviation below the mean. One-sixth of the scores lie more that one standard deviation above the mean, and one-sixth lie more than a standard deviation below the mean.

Standardization – The process of administering a test to a nationally representative sample of students using carefully defined directions, time limits, materials, and scoring procedures. The results produce norms to which the performance of other students can be compared, provided they took the test under the same conditions.

Standardized Test – A test constructed of items that are appropriate in level of difficulty and discriminating power for the intended students, and that fit the pre-planned table of content specifications. The test is administered in accordance with explicit directions for uniform administration and is interpreted using a manual that contains reliable norms for the defined reference groups.

Stanine – A unit of a standard score scale that divides the norm population into nine groups with the mean at stanine 5. The word stanine draws its name from the fact that it is a standard score on a scale of NINE units.

T 1 Lines – High speed internet connection. Requires a proxy server.

Validity – The capability of a test to measure what its authors or users intend it to measure.

Web Based – A program that requires no installation of software onto a computer in order to run the application.[image: image11.png]
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