MDCH-GIS meeting minutes, 14 May 2007

Attending were Kyle Enger, Ed Hartwick, Katie Macomber, Rachel Potter, Henry Miller, Velma Theisen, Rey Bouknight, Andrea Weston, Dace Koenigsknecht, Tina Scott, Bob Scott, Lori Tarpoff, Kris Campbell, Carolyn Dulai, and Mike Carr.

Ed Hartwick spoke about the basics of cluster analysis, which is a process that searches for geographic clusters of diseases or events that are greater than expected given the distribution of the population. This can be done using SaTScan (http://www.satscan.org/), which is a free program that implements Martin Kulldorf’s ‘spatial and time scan statistic’ methodology.

The method works by 1) expanding circles outwards from each geographical location [cases and controls] being considered and determining the most likely cluster of cases centered at that location; 2) randomly assigning case/control status to each individual and repeating step 1 to obtain the likelihood of random clusters; 3) repeating step 2 many times [this is known as a ‘Monte Carlo’ simulation]; 4) using the information gained from the Monte Carlo simulation about possible random clusters to assign p-values to the clusters that were found in the real data in step 1. If space-time clustering is being assessed, the circles in step 1 can be considered as cylinders, with the height of the cylinder corresponding to the time dimension.

SaTScan has many options that can be customized. One of the more important options is the choice of statistical model. Poisson, space-time, and Bernoulli are probably most important. Despite adding the time dimension to the analysis, using the space-time model on the data can actually run faster than when the Poisson model is used. Poisson is meant for modeling counts of cases falling in particular areas, while Bernoulli is more appropriate if case/control status for discrete case locations is known.

SaTScan outputs several pieces of information about each cluster, such as the p-value, relative risk (comparing the cluster with everywhere else outside the cluster), #s of observed & expected cases, radius, and (for space-time clusters) the ‘recurrence’, which is how often a cluster like this would be expected to occur by chance alone. 

Ed showed numerous examples of cluster analysis using syndromic surveillance data. These examples cannot be posted online, but MDCH staff may request a copy of the presentation from Ed (hartwicke@michigan.gov). Cluster analysis is particularly useful with these data because it can allow early detection of localized health problems or infectious disease outbreaks. False alarms can be common, however.

Ed finished with a brief discussion on HIPAA and GIS, based on a webcast he saw (archived at https://www.mymeetings.com/nc/join.php?i=PG7177993&p=STEAM&t=c until early June). HIPAA has ‘safe harbor’ criteria for released data that essentially guarantee that individuals’ health status can’t be identified; however, these criteria are impractical (e.g., ‘exclude all geographic identifiers smaller than the state’). HIPAA also allows reliance on a statistician’s expert opinion that the risk of reidentification is ‘very small’. This led to some discussion of more reliable ways to remove identifiers while still providing useful data. Katie Macomber will discuss this in more detail at the June meeting.

